CHAPTER 1.3

Automated Mineralogy

Mark G. Aylmore

Automated mineralogy is a term that has been used to describe
the automation of the analytical process of quantifying min-
erals, rocks, and production materials. Analytical techniques,
such as X-ray powder diffraction and optical and electron
microscopy, have been extensively used over the years to
describe the mineralogy in geological and metallurgy applica-
tions (Petruk 1976; Petruk and Hughson 1977; Cabri 1981;
Petruk and Schnarr 1981; Henley 1983; Petruk 2000; Gu,
2003).

With advances in computing power and speed, automated
mineralogy techniques have been developed for the min-
erals industry and used in research institutes for more than
two decades. This has primarily been in the areas of X-ray
analysis and commercialized in the form of scanning elec-
tron microscope (SEM) techniques such as mineral libera-
tion analysis (MLA) and Quantitative Evaluation of Minerals
by Scanning Electron Microscopy (QEMSCAN); and more
recently, Tescan Integrated Mineral Analyzer (TIMA), Zeiss
Mineralogic, INCAMineral (from Oxford Instruments), and
Advanced Mineral Identification and Characterization System
(AMICS), developed by Yingsheng Technology and now
marketed through Bruker Inc. As a result of the improve-
ment in technology, automated mineralogy systems are now
regarded as essential by most large companies and used on a
routine basis to supply metallurgical operations with regular
data (e.g., Barrick Gold, Kennecott Utah Copper Corporation
[KUCC], Anglo American, Freeport-McMoRan, Richards
Bay Minerals, and Northparkes). There are more than 150
automated SEM systems in operation worldwide (Schouwstra
and Smit 2011).

Comprehensive and rapid analysis techniques play an
important role in geometallurgy evaluations, such as for scop-
ing; prefeasibility and feasibility studies; process design; and
optimization of gold, copper gold, copper molybdenum, nickel,
and iron projects (Williams and Richardson 2004; Dobby et
al. 2004; Bulled 2007; Bulled et al. 2009; Lotter et al. 2013;
Kormos et al. 2013; Montoya et al. 2011; Hatton and Hatfield
2013; Baumgartner et al. 2011, 2013; Hoal et al. 2013; Zhou
and Gu 2016).

The application of automated mineralogical techniques
can have the following benefits:

« Reduce and circumvent risks associated with the variabil-
ity of ore bodies during project evaluation, process devel-
opment, plant design, mine planning, and performance of
mineral processing/metallurgical unit operations.

« Provide ongoing ore characterization analysis tools to
track and reduce costs in mining, processing, and tailings
handling.

* Coupled with other diagnostic sampling techniques used
in a plant, automated mineralogy systems can improve
the statistical reliability of mineralogical and process
measurements for plant surveys (Henley 1983; Lotter
1995, 2011).

* De-bottlenecking of existing or recent design and plant
restarts can be executed faster and more cost efficiently
with process mineralogical support (Baum 2014).

« Automated central laboratories or smaller mine site labo-
ratories can provide efficient, better quality, and fast lab-
oratory data for exploration and mine geology samples,
geometallurgy programs, daily blastholes, and all other
production samples (Best et al. 2007).

* Track the deportment of minerals or metals in process
streams. Routine analyses to track precious metals asso-
ciated with other minerals is more efficiently handled.

¢ Allow semiskilled personnel to operate and free min-
eralogical staff to perform research into improving and
understanding ore and processing issues.

This chapter provides an overview of the main analyti-
cal techniques used in automated mineralogy routines that are
available to metallurgists. The first two parts cover the main
X-ray analysis and digital imaging techniques. The limita-
tions and some applications illustrating these techniques are
also described. Semiautomated microprobe techniques are
described in the subsequent sections and are included, as they
are commonly used to confirm and back up routine automated
techniques. High-resolution X-ray computed tomography is
briefly discussed at the end of this chapter.
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To utilize the analytical techniques described in this
chapter effectively, it is important that the metallurgist first
define the type of information required, with consultation of
experienced analysts before choosing an analytical method
or strategy. All analytical techniques require some validation
by other techniques and need to be tailored for the process
and operation under consideration. For personnel to operate
automated mineralogy techniques requires training and a basic
understanding of physics concepts to maximize benefits.

X-RAY ANALYTICAL TECHNIQUES

The two most commonly used X-ray methods are X-ray
powder diffraction (XRPD) and X-ray fluorescence (XRF)
spectrometry. Although other techniques based on the scat-
ter, emission, and absorption properties of X-radiation can be
used in different scenarios, such as surface analysis, they are
not discussed here.

X-Ray Powder Diffraction

XRPD is one of the most powerful techniques for qualita-
tive and quantitative analysis of crystalline compounds and
is widely used in most analytical laboratories for mineral or
phase identification. The information that can be obtained
includes

« Types and nature of crystalline phases present,
+ Relative abundance of major mineral phases,

« Microstrain and crystallite size, and

» Isomorphic substitution trend mineral phases.

All these attributes can affect the reactivity of minerals in met-
allurgical processes.

Instrumentation

A typical X-ray powder diffractometer setup with sample
changer is shown in Figure 1. Bragg-Brentano focusing geom-
etry is the most widespread geometry used in XRPD meth-
ods in both research and industrial laboratories (Klug and
Alexander 1974). The geometry of an X-ray diffractometer is
such that the sample rotates in the path of the collimated X-ray
beam at an angle 6 while the X-ray detector is mounted on an
arm to collect the diffracted X-rays and rotates at an angle
of 20. Copper anode is the most common and cheapest tar-
get material used in most applications for generating an X-ray
source. However, copper anode with a post-sample graphite
monochromator or cobalt anodes are frequently used in sam-
ples that contain high cobalt, iron, and manganese content,
where fluorescence in the X-rays produced from a copper tar-
get yield a low peak-to-background ratio in powder diffraction
data. Solid-state strip detectors can replace point detectors
in diffractometers, which allows a decrease in measurement
scanning times from several hours to 10 minutes.

Most of the X-ray diffractometers from the major manu-
factures have the facilities to handle and collect data for mul-
tiple samples. In addition, there are several commercial-size
machines developed specifically for industry, such as the
Malvern Panalytical CubiX? and Bruker D4 Endeavor.

Information Provided from X-Ray Powder Diffraction

Details on the theory and fundamentals of XRPD are well
documented, both on websites and in the literature (e.g.,
Zevin et al. 1995; Bish and Post 1989; Cullity 1978; Klug
and Alexander 1974). X-ray diffraction (XRD) is based on
constructive and destructive interference of monochromatic
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Figure 1 Typical X-ray powder diffractometer with
conventional Bragg-Brentano focusing geometry

X-rays in a sample. Most (95%) solid materials are crystal-
line. The interaction of the incident X-rays with the sample
may produce constructive interference and a diffracted X-ray
when conditions satisfy Bragg’s law (nA = 2d sin 0, where n
is an integer, A is the wavelength of incident beam, d is the
interplanar spacing, and 0 is the scattering angle).

The position and intensity of peaks in a diffraction pat-
tern are determined by the crystal structure. The unique set of
d-spacings derived from a powder diffraction pattern can be
used to fingerprint the mineral. Using software normally pro-
vided by the manufacturers of XRPDs, phases that are present
ina sample can be compared with databases such as the Powder
Diffraction File (PDF) produced by the International Centre
for Diffraction Data (ICDD), which contains the d-spacing,
intensity lists, crystal structures, and literature reference infor-
mation for thousands of crystalline phases. An example of an
XRPD pattern for a titanium-rich material with mineral phases
identified from the ICDD-PDF database is shown in Figure 2.
The minimum detectable limit found by routine qualitative
procedures is of the order of ~1%, which restricts ore mineral
quantification to concentrates and upgraded feed and tailings
samples. Complete analysis requires several hours to com-
plete, although this depends on the experience of the analyst
and the complexity of the problem under investigation. For
typical powder patterns, data can be collected over a short 26
range from ~5° to 90° for qualitative analysis of most min-
erals; full 26 range is required for full structural refinement
applications.

The appropriate data-collection strategy will depend on
the nature of the sample, for example, on how well it scat-
ters, peak-broadening effects, and the degree of peak overlap
(McCusker et al. 1999). Overall step size should be at least
one-fifth of the full width at half-maximum of a diffraction
peak, and time per step should approximately compensate
for the gradual decline in intensity with 26 (Madsen and Hill
1990, 1994). The types of information that can be extracted
from XRPD are listed in Table 1.

Most industrial processes are interested in changes in the
abundance of particular mineral phases and not always con-
cerned with detailed mineral structural properties. However,
depending on the analysis method used, it is important that
sufficient detail is available for a mineral phase of interest to



1.3 | Automated Mineralogy

45

Intensity, counts
I

Titanium Sample.raw

PDF 00-046-1212 Al, O, Corundum, Synthetic

PDF 04-003-0648 Ti O, Rutile

PDF 00-046-1045 Si O, Quartz

PDF 00-021-1272 Ti O, Anatase

PDF 04-007-0758 Ti O, Brookite

PDF 00-006-0266 Zr Si O, Zircon

PDF 00-058-2035 K Al, (Si, Al),O5(OH), Muscovite-2M1

10 20 30

lla..j(“ht J\L M

2-theta, degrees

Figure 2 X-ray powder diffraction pattern (copper Ka radiation)

Table 1 X-ray powder diffraction pattern information

Peak Reflection Information

Background Fit

Position

Intensity

Profile, Width and Shape Sample

Quantitative phase
analysis

Qualitative phase Lattice parameters

analysis

Crystal structure Sample broadening Diffuse scattering

Composition Abundance of phases
Macrostrain

Space group

Identification of
individual phase(s)

Crystalline size Amorphous fraction

Microstrain

Atomic positions
Temperature factors
Site occupation factors

either model or use data from powder diffraction patterns to
confidently ascertain the correct information. Furthermore,
details on crystallite size, strain, amorphous content, and iso-
morphic substitution of elements within minerals (e.g., Al or
Ni in goethite) are important for consideration in many metal-
lurgical applications.

Sample Preparation

How samples are prepared affects the quality of the data col-
lected. The issues and best practices for sample preparation
are well documented (Hill and Madsen 2002; Buhrke et al.
1997; McCusker et al. 1999). The main sample issues that
affect the powder diffraction data are as follows:

« Sample not representative. The sample is not homog-
enized during sample preparation.

» Particle size. Coarse-size particles yield insufficient dif-
fracting particle statistics (i.e., low peak-to-background
ratio).

» Preferred orientation. Particles lie in a preferred ori-
entation, resulting in enhanced diffraction at the angle
(Dollase 1986; Li et al. 1990; O’Connor et al. 1991).

* Microabsorption effects. For high X-ray absorbers
(e.g., rutile), only a fraction of grains diffract, resulting
in underestimation of relative intensity; whereas for low
absorbers (e.g., corundum), the beam penetrates more
grains, resulting in more diffracting volume and an over-
estimation of the relative intensity.

« Extinction. Reduction in the intensity is caused by re-
diffraction of a Bragg reflection toward the incident beam.

« Sample transparency. For materials with light elements,
the X-rays penetrate too deeply into the sample, yielding
shifts in peak positions and relative peak intensities.

Fortunately, many of these issues can be reduced by
ensuring that samples are ground fine enough to irradiate or
dilute these effects. In addition, a sample spinner is used to
improve sampling statistics. Although there are methods for
modeling and correcting these effects, good sample prepa-
ration and correct setup of instrumentation is essential. This
reduces the need for corrections.

For small volumes of sample, an agate mortar and pestle
can be effective, but micronizing is the most efficient method
for generating particle sizes of ~10 pm with a small spread of
sizes. For large sample volumes, there are several commer-
cial units for automated sample preparation on the market.
Overgrinding can cause merging of particles, solid-state phase
transformations (e.g., calcite to aragonite, wurtzite to sphaler-
ite, kaolinite to mullite), loss of crystallinity, peak broadening,
or amorphization of phases in samples (Buhrke et al. 1997).

There are many different ways samples can be mounted
for XRPD analysis. These include top loading and pressing,
flat plate, back loading and pressing, and side drifting. Using
back-pressing and side-drifting loading methods reduces
the issues associated with preferred orientation compared
with top-loading or front-mounted samples. Solid diluents
(e.g., gum, glass, gelatin) or binders can be added to reduce
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Figure 3 Output patterns for refinement of a zinc and lead sulfide ore

preferred orientation effects, but result in sample contamina-
tion, increased transparency issues, amorphous scatter, and/
or extra peaks in powder diffraction patterns. For large-scale
preparation operations, automated soft-pressing machines
(e.g., FLSmidth ASP100) have been designed to prepare
mounts for quantification by XRPD and other techniques (e.g.,
near-infrared spectroscopy, XRF) (Hem et al. 2009).

Some phases have crystal habits (platy or needle like),
which promote orientation along specific crystallographic
directions (e.g., micas, clay minerals, albite, sanidine, chlo-
rite); therefore, preferred orientation issues cannot be elimi-
nated. In some cases, the preferred orientation is deliberately
enhanced for the identification of swelling clay minerals
(Brindley 1980). The characterization of clay layers is car-
ried out by XRD on air-dried and glycol-saturated oriented
preparations on ceramic holders, sometimes after saturation
with different cations (e.g., K, Mg, Li) (Bouchet et al. 1988).
The addition of glycolation to the sample is used to identify
the nature of the nonswelling clays (e.g., illite or chlorite);
discriminate between the swelling clays (di- or trioctahedral
high-charge or low-charge smectite, vermiculite); and quan-
tify the nature, degree, and ordering of the mixed layering
within phyllosilicate systems (Mosser-Ruck et al. 2005).

Quantitative Analysis
Detailed information on quantitative X-ray diffraction
(QXRD) can be found in books such as Zevin et al. (1995)
and the chapter by Madsen et al. (2012). Once the presence
of phases has been established in a given specimen, the abun-
dance of a phase or many phases present can be determined
by use of the intensities of diffraction lines from each phase.
Rietveld and profile-fitting methods. Nowadays, the
Rietveld method (Rietveld 1969; Young 1995) is the most
employed methodology to achieve quantitative phase analy-
sis (QPA) of crystalline materials (Snyder and Bish, 1989;
Madsen et al. 2001; Scarlett et al. 2002; Hill and Howard 1987;
Hill 1991; Bish and Post 1993; Hill et al. 1993). It allows an
accurate estimation of changes in the mineralogical composi-
tion of solids or slurries. Detailed information on the theory
of the Rietveld method can be found in Young (1995). The
principle of the method is that the intensities calculated from
a model of the crystalline structure are fitted to the observed
X-ray powder pattern by a nonlinear least-squares refinement.

The crystal-structural data (unit cell dimensions, space group,
atomic positions, and thermal parameters) for each phase
are obtained either within the software or sourced from the
Inorganic Crystal Structure Database. To obtain high-quality
quantitative results, the X-ray diffractometer is aligned and
calibrated with a suitable standard (e.g., lanthanum hexabo-
ride [LaBg], National Institute of Standards and Technology
standard reference material [SRM] 660a).

The refinement of crystal-structural and peak-profile
parameters enable physical and chemical details of each par-
ticular phase in the mixture to be modified. In addition to
phase abundance derived from the relative intensity of phases
modeled in the XRPD pattern, the refinement of the lattice
parameters of the phase can be used to calculate compositions
in solid solution (e.g., Al substitution in goethite) and crystal-
lite sizes determined from peak line broadening. Other crystal
structure parameters, such as atomic coordinates, atomic site
occupancies, and thermal parameters can be refined or modi-
fied in the initial setup and fixed for analysis of samples on
a process production scale. The weighted profile R factor is
monitored for convergence, often expressed as a percentage,
and should be less than 10% for a good fit.

Most software packages provide a graphical representa-
tion of the calculated and measured XRD pattern and the dif-
ference plot to allow any misfit of data to be easily recognized.
Figure 3 is an example of an output for the refinement of a zinc
and lead sulfide ore, showing observed, calculated, and differ-
ence patterns. The hkl positions for each mineral are also give
in order of the minerals listed.

Where all phases in the mixture are known, are crystal-
line, and have known crystal structures, the relative mineral
abundances can be calculated from the Rietveld refined scale
factor and a phase constant ZMV (Z. is the number of formula
units in the unit cell, M is the molecular mass of the formula
unit, and V is the unit cell volume) for each phase (Hill and
Howard 1987).

Where phases have a partial or no known crystal structure,
there are methods that can be employed to quantify phases.
Such an approach has been described by Scarlett and Madsen
(2006) (partial or no known crystalline structure, or PONKCS
method) and used in applications such as quantifying cement
(Madsen and Scarlett 1999: Scarlett et al. 2001; Taylor and
Rui 1992). In these methods ZM and V are empirical values
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derived by preparing a mixture of the phase of interest with a
known, well-characterized standard.

There are a few Rietveld-type software packages avail-
able for commercial use. One of the most popular is the TOPAS
software, which has two modes of operation. A graphical user
interface mode is available where all data entry is handled
through parameter windows and is useful for routine operation
in profile-fitting and Rietveld applications. The launch mode
1s designed for crystal structure solutions and for automation
or batch operation applications. Data entry is through text files
and allows advanced users to write their own functionality.

Approach to modeling and quantifying phases in
samples. For analyzing and quantifying the mineralogy of a
group of samples by XRPD, the following approach can be
used:

» Preliminary setup

— Identify minerals and grouping of sample XRPD data
with similar mineralogy to facilitate defining mineral
suites that can be modeled.

— Ensure that XRPD instrumental parameters are
defined to allow for accurate modeling of artifacts in
XRPD scans associated with the XRPD instrument
(e.g., detector aberrations, tungsten radiation peaks,
unfiltered peaks).

— In some cases, assess synthetic mineral mixtures of
like minerals to improve confidence in the ability to
model and quantify phases.

» Preparation of mineral templates for modeling XRD scan
data
— Compile structural data for each mineral phase identi-

fied in the sample.

— Refine and fit profile to sample XRPD data.

— Confirm fit with chemical assay data and/or synthetic
mineral mixtures.

= Batch refinement on materials with similar compositions
and areas (e.g., lithological zones)

» Correlation and cross checking of chemical data derived
from mineral refinements with chemical assay data or
other analysis methods such as a thermogravimetric anal-
ysis and digital image analysis techniques.

Amorphous content. In many naturally occurring or
synthetic systems, poorly ordered phases may be present that
cannot be accurately modeled by published structure informa-
tion in the literature. The presence of poorly ordered phases
will have an influence on the reactivity and dissolution of ores,
such as dissolution of amorphous silica and polymerization in
acid uranium extraction circuits, or may affect the flotation
response of some minerals.

Amorphous phases cannot always be detected directly by
XRD analysis, because they do not produce visible peaks in
the XRD pattern, but only increase the background. There are
several methods that can be used for determining amorphous
content by XRPD (Madsen et al. 2011). The most common
one is the internal method where the sample is spiked with
a known mass of standard material (e.g., calcium fluoride
[CaF,], corundum). The weight fractions of the crystalline
phases present in the sample are estimated using the Rietveld
analysis. For a sample containing an amorphous phase, the
standard will be overestimated in the analysis. From the
overestimation of the standard, the amorphous content of
the investigated sample is derived. However, the determina-
tion of amorphous content value is sensitive to how well the

experimental and calculated data fit, as well as the assumption
that all phases present in the sample have been identified and
modeled.

Main Sources of Error and Limitations in Quantitative
Analyses

Sources of errors have been identified in several round-
robin surveys conducted by the International Union of
Crystallography Commission on Powder Diffraction to evalu-
ate QPA by powder diffraction (Madsen et al. 2001; Scarlett
et al. 2002):

+ In some cases a poor understanding of issues in data col-
lection and analysis leading to Rietveld software to be
treated as a black box

« Incorrect crystal structure data chosen or inappropriate
profile models used

* Omission of phase(s) from the analysis and/or errors in
identification of phases present

¢ Failure to refine important parameters such as unit cell
and thermal values during modeling of phases

¢ Refinement of parameters not supported by the data

= Inappropriate use of correction models, such as preferred
orientation and microabsorption correction

« Acceptance of physically unrealistic parameters (e.g.,
over refinement of thermal parameters) or incomplete
refinements (high R factor values)

These issues can be overcome through continuing educa-
tion of users of diffraction methodology and Rietveld-based
software. The need for plant metallurgists to consult expe-
rienced XRPD analysts before placement of the analysis is
emphasized by the surveys.

Problems still arise in the calculation of mineralogical
phase abundance in cases where large extinction, preferred
orientation, or microabsorption between different phases
occur. The correction for these effects can be implemented in
some Rietveld analysis programs (e.g., Madsen and Hill 1990;
Taylor and Matulis 1991), but with caution. Microabsorption
may not be avoided, but awareness of the effect gives an indi-
cation of over- and underestimation of phases. To improve
precision and accuracy, it is useful to compare the results with
alternative analysis methods (i.e., chemical analysis, auto-
mated SEM techniques). Precision can be determined through
replicates. Calibration methods may also help for multiple
samples of similar concentration and composition.

Applications

Rietveld-based QXRD has been extensively used for miner-
alogical characterization to understand the reaction chemistry
and kinetics of mineral leaching and formation (e.g., Scarlett
et al. 2008). The formation of new phases as a result of pre-
cipitation is often encountered during ore leaching processes,
especially under high-temperature conditions, and the for-
mation of these phases can be monitored by QXRD analysis
(Whittington et al. 2003; Madsen et al. 2005). Some examples
of the applications of Rietveld-based QXRD are illustrated in
the following.

Bauxite Materials

The application of the Rietveld method to quantify minerals in
bauxites has been reported by various workers (e.g., Aylmore
and Walker 1998). A typical Rietveld refinement plot output
from the assessment of a suite of bauxite samples from the
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A. Typical output for Darling Range bauxite
Bauxite Al Substitution | Al Substitution
Sample | Gibbsite | Quartz | Goethite | Hematite | Boehmite | Kaolinite | Muscovite | Anatase | Maghemite | in Hematite in Goethite
wt %* mol % (+0.6 mol %)
1 47.7(8) [ 21915 | 161 (6) | 6.7 (5 = 1.003) | 45(6) | 1.8(3) = 8.4 27.7
2 | 5518 2105 750 | 515 | 5015 | 23(5) | 2315 | 130 - 16.5 30.4
3 | 42409 [155(5| 22106 | 85(5) | 481 = 24106 | 1.603) - 9.5 28.5
4 | 46809 (22918 1021(6) | 64(5) | 5406 | 1.5 | 251 | 192 | 162 10.1 33.3
5 | 5628 |23.8(5| 9816 | 2616 | 321 | 245 | 151 | 112 - 9.9 32.8
6 5950 | 1.9@ | 1950 | 971) | 266 | 2.5(5 - 6.6 (3) - 5.3 9.3
7 6960 | 0502 | 15706) | 645) | 1912 | 1504 - 5.6 3) — 8.6 20.6

amorphous content.

B. Rietveld analysis with calculated Al substitution values for hematite and goethite

*Estimated standard deviation of the least significant figure is shown in parentheses. Calcium fluoride (CaF,) is used as infernal standard to calculate

Figure 4 (A) Rietveld refinement plot and (B) mineral abundance in bauxites

Darling Range in Western Australia and Rietveld-derived
mineral abundance is shown in Figure 4. Observed, calcu-
lated, and difference patterns, together with hkl positions for
each mineral, are shown in the figure. Refinement of the unit
cell parameters enabled the level of Al substitution for Fe in
structures to be calculated from the diffraction peak profiles
of goethite and hematite. Variations in unit cell dimensions for
goethite and hematite associated with Al substitution in the
structures are well established for these minerals found in soils
and bauxites (Fitzpatrick and Schwertmann 1982; Schulze
1984: Anand et al. 1989). The adjustment of site occupancy
values in the structure files for goethite and hematite to reflect
the substitution improved the correlation between predicted
and calculated values for each mineral.

Poorly ordered phases cannot be accurately modeled by
published structure information in the literature. However,
if there is sufficient knowledge about the parameters that
cause stacking faults, twins, or other extended imperfections
within a phase, then it can potentially be modeled and quanti-
fied (e.g., kaolinite; Bookin et al. 1989; Neder et al. 1999).
However, this type of work requires a specialist with crystal-
lography knowledge to set up a model that can then be used
by a metallurgist.

Investigating Reaction Pathways in Pressure Oxidation

of Nickel Laterite and Sulfide Materials

Rietveld-based QXRD analysis can be applied to investigate
reaction pathways and specifically the oxidation of sulfide
minerals (e.g., Madsen and Scarlett 2007; Madsen et al. 2005;
Whittington et al. 2003). Some good examples are illustrated
by the work of Li et al. (2014) where the hydrothermal con-
versions of pyrrhotite and pentlandite were demonstrated
and quantified using Rietveld-based QXRD analysis during
the pressure oxidation of a nickel laterite concentrate. In this
work, an intermediate nickel sulfide mineral phase with a
cubic structure similar to vaesite and bravoite was identified.
In another study, Rietveld-based QXRD analysis showed the
co-processing of nickel laterite and sulfide inhibits the for-
mation of basic ferric sulfate normally formed when treating
sulfides in pressure oxidation. Quantitative XRD analysis was
also applied to monitor the solid formation in the bioprocess-
ing of iron-containing leach liquors and to characterize the
mineralogy and crystallinity of the precipitates.

Cement Analysis
The Rietveld method has been successfully employed in indus-
trial applications for QPA in complex hydrated systems such
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as in the cement industry. The precision of quantifying clinker
in laboratory and industrial approaches has been extensively
evaluated in the cement industry (Walenta and Fillmann
2004), where precise and reproducible analysis of cement
constituents of sulfate phases of gypsum, hemihydrate, and
anhydrite, as well as calcite and portlandite are required. XRD
studies were used to characterize the hydration reactions of
mixed systems containing portland cements and calcium alu-
minate cements qualitatively. An online XRD instrument for
continuously monitoring phase abundances was constructed
and installed in an operational portland cement manufactur-
ing plant (Scarlett et al. 2001). XRD data were simultaneously
collected using a wide-range (120° 2q), position-sensitive
detector to allow rapid collection of the full diffraction pat-
tern. The data were then analyzed using a Rietveld analysis
method to obtain a quantitative estimate of each of the phases
present with high precision.

Elemental Analysis by X-Ray Fluorescence

XRF spectrometry is a well-established technique that can
routinely measure elements from Na through U to complement
the mineralogy measured by XRPD and other techniques.
XRF is used for both qualitative and quantitative analysis
of elements at low concentrations (sub—parts per million) in
a wide range of samples to higher concentrations in limited
quantities of materials.

A wide range of commercial instruments are available,
which include benchtop models, handheld devices, and online
process monitors. A schematic diagram of an XRF spectrometer
1s shown in Figure 5. XRF uses an X-ray tube similar to XRPD,
providing an X-ray source, except that end window tubes are
used (rather than side window tubes) for higher efficiency.
Rhodium (Rh) is used as the standard anode material, as the
characteristic energies of this element are simultaneously
suitable for exciting both heavy and light elements. Some
instruments are also equipped with a vacuum system for
improving sensitivity for low-atomic-number elements.
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Figure 5 X-ray fluorescence wavelength dispersive
spectrometry

Two kinds of instruments are used:

. Energy-dispersive X-ray (EDX) detection systems.
With energy ranges from 0.1 to 120 keV, these typically
are benchtop size down to handheld models. They are
usually employed for dedicated material-specific applica-
tions and general monitoring.

2. Wavelength dispersive X-ray (WDX) systems. These
are widely used for more accurate, fast, and precise pro-
cess and quality control applications in industry with
0.1-10 nm energy ranges.

EDX spectrometers tend to be more popular than WDX
spectrometers because of their lower cost and ability to cap-
ture and simultaneously display information for various ele-
ments. However, they are more prone to spectral interference
and are less accurate than WDX systems. EDX systems are
better suited for the analysis of the transition elements and
high-atomic-number elements.

Sample Preparation

The method of sample preparation for XRF analysis is depen-
dent on the elements of interest, level ofaccuracy and precision
required, detection limits, and turnaround time for analysis.
For high-quality analyses of major and minor elements, fusion
of the sample into glass disks with a meta- or tetraborate flux
is used (Norrish and Hutton 1969). Sample preparation for the
analysis of trace elements is usually accomplished by pressing
powder briquettes, where the sample is mixed with a binder
and subjected to elevated pressure. This method avoids the
unnecessary dilution of the trace elements caused by a flux-
ing agent. Major element analyses can be carried out by this
method, but samples have to be finely milled to reduce the
absorption effect caused by coarse particles.

XRF analysis on slurries or loose powders can be done
using online measurement instrumentation. However, the lev-
els of precision and accuracy are compromised when com-
pared to those obtained on fusion disk and powder briquette
prepared samples.

Data Analysis
XRF analysis is prone to interference effects, but can be suc-
cessfully addressed and corrected for utilizing computer-
based algorithms (Rousseau 2006). The sensitivity of the
spectrometer significantly varies, and the background varies
by about two orders of magnitude over the wavelength range
of the spectrometer. The sensitivity of the X-ray spectrometer
decreases abruptly toward the long wavelength limit of the
spectrometer mainly because of low fluorescence yields and
the increased influence of absorption. Hence, the elements
with lower atomic numbers at the long wavelength end of the
spectrometer yield poorer detection limits (e.g., F, Na ~0.01%
rather than parts per million; C, O the order of 3%—5%).
Reference spectra of thin film standards or pure element
material are acquired, and individual elemental spectra are
stored. These reference spectra are used in the standard decon-
volution and mathematical separation of overlapping peaks of
the unknown spectra. Spectral interferences (e.g., elemental
peak overlap, escape peak, and sum peak interferences) are
analyzed and attenuation corrections made.
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DIGITAL IMAGING ANALYSIS TECHNIQUES
Digital imaging analysis involving microscopy techniques can
provide the following information:

* Modal mineralogy

Mineral associations

Size-by-size liberation analysis
Digital textural mineral maps

+ Bright-field search for precious metal
Grain size and shape

Porosity

The advantages of automated digital image analysis
techniques for mineralogical investigations over traditional
microscopy techniques include fast acquisition time that pro-
vides a more statistically representative analysis of a sample
as well as the ability to distinguish fine-grained or complex
intergrown minerals at the micrometer scale. It also reduces
the potential for operator bias and human error.

Optical Microscopy

Before performing any detailed quantitative analysis using
automated mineralogy systems with SEM, it is good practice
to examine samples with a standard optical microscope at the
plant and/or at the analysis laboratory (Pirard 2016). Direct
observation of specimens at low to intermediate magnifica-
tion can provide information about microstructural defects,
such as cracks, fissures, cleavages, pores, and grain boundar-
ies, which can be overlooked when observing materials at the
micrometer scale. In addition, some minerals are more read-
ily identified by color and habit (e.g., flaky structure), which
are not distinguished by backscatter imaging or X-ray analysis
used in electron microscopy techniques. Optical microscopy
can be carried out by either reflected light microscopy, which
is suited for the imaging of most ore minerals, or transmitted
light microscopy, which is more suited for the imaging of sili-
cate gangue minerals.

Sample preparation can be similar or a precursor to elec-
tron microscopy techniques and does not require carbon coat-
ings. Manual point counting techniques have traditionally
been carried out on optical microscopes, but can be automated
with camera-mounted systems to allow for digital process
applications such as modal analysis. Optical microscopy reso-
lution is not as good as that of SEM systems and does not

distinguish minerals with variation in stoichiometries. In gen-
eral, a larger number of measurements can be readily made by
the automated SEM methods than can be attained with optical
microscopy.

Electron Microscopy

In addition to the original commercial QEMSCAN and MLA
systems now owned by Thermo Fisher Scientific, more recent
developments include TIMA, Mineralogic, INCAMineral,
and AMICS.

Insfrumentation
Automated SEM systems consist of the following:

e The platform is SEM hardware.

« A backscatter electron (BSE) detector is standard with
SEM equipment.
One to four EDX spectroscopy detectors are mounted on
the SEM. Most digital imaging analysis systems now use
much faster liquid nitrogen—free Si drift detectors.
User friendly operating and processing software with
simplified or ready-made data outputs provide informa-
tion on mineral speciation, composition, liberation, asso-
ciation, and size distribution.

Details on the theory and fundamentals of electron
microscopy can be found on websites and in the literature
(e.g., Amelinckx et al. 1997). The electron source in SEM can
be a conventional tungsten filament; however, the latest gen-
eration of microscopes uses a field emission gun (FEG), which
provides a more stable source, longer life span, and smaller
spot size for improved BSE image resolution.

Automated SEM systems use a combination of backscat-
ter imaging and X-ray analysis only for mineral identifica-
tion and properties studies. Secondary electrons that provide
images of the surface topography and other interactions
(e.g., cathodoluminescence with appropriate detector) are not
utilized in this process, although data can be collected simul-
taneously during analysis.

Backscattered electrons, which are elastically scattered
electrons with energies close to the primary electron beam
energy generated from tens of nanometers at the surface, are
used for imaging compositional variations between phases.
Minerals composed of heavier elements (e.g., zircon) back-
scatter more of the incident electrons of the SEM and appear
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Figure 6 Relative backscatter electron intensity comparison
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brighter in the BSE image, whereas minerals composed of
lighter elements (e.g., quartz) backscatter fewer electrons and
appear darker. Figure 6 shows the relative intensities of some
common minerals and phases.

The intensity variations (gray level) for different mineral
phases in the BSE images provide an effective method of dis-
tinguishing the boundaries between mineral grains while the
relative intensity values themselves provide a first-order iden-
tification of the minerals.

X-rays are produced by inelastic collisions of the inci-
dent electrons with electrons in the inner shells of atoms in
the sample and are used to obtain the chemical composition
of phases. Mineral classification by X-ray analysis is based on
matching the entire spectrum of energy peaks collected on an
unknown mineral to a library of X-ray spectra of known refer-
ence minerals collected using the same instrument parameters.
From a combination of BSE contrast and matching EDX spec-
trum data files, mineral composition maps such as that shown
in Figure 7 can be generated for the whole sample mount. The
mineral maps can be used to describe the texture and mineral
associations in each of the samples. As shown in the figure, the
backscatter image depicts the contrast between sulfide miner-
als (light) and silicates (gray). The As elemental map illus-
trates the distribution of arsenic within grains in the polished
mount and EDX analysis shows the arsenopyrite reference
spectrum matching the sample grain spectrum.

The information is largely presented as two-dimensional
(2-D) surface information with three-dimensional (3-D)
electron beam interactions. Hence, grain boundaries and

composition of mineral grains generated from X-ray data
include interactions from 1 to 3 pm below the surface,
depending on the beam conditions used. The size and shape
of the electron beam surface interaction volume depends on
the atomic number of the material being examined (a higher
atomic number absorbs more electrons) and accelerating volt-
age being used (higher voltage results in deeper penetration
and larger interaction volume).

Sample Selection and Preparation

As with any analytical technique, sample preparation is cru-
cial to obtain reliable information. Samples analyzed can be
large hand- or drill-core specimens, rock chips from percus-
sion drilling or crushing circuits, or processed slurried sam-
ples from flotation and leach circuits. Some microscopes and
software can accommodate polished blocks of different sizes.

Metallurgical plant samples are usually sized using dry
and wet screening to eliminate agglomerated fine particles
formed from previous filtering and dry procedures. To mini-
mize biases associated with nonrepresentative sampling, rif-
fling and subsampling prior to mounting are important. The
selected samples for analysis are usually mounted in epoxy
resin of 25- or 30-mm-diameter blocks or normal glass slides.
In some cases, square blocks are used to maximize the area
available for analysis.

It is important that the resin used for mounting has back-
scattering electron intensity less than the minerals or phases
being measured to avoid misclassification with the background.
In cases where carbon components are being measured. such
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as coal or graphite, mounts can be prepared with the addition
of carnauba wax and/or mounted in polyester resin (Liu et al.
2005; O’Brien et al. 2011). Polished sample mounts require
a thin layer of carbon (25-50 nm) using a carbon evaporator
or carbon coater to prevent charging during the analysis. The
carbon-coated polished mounts are then loaded onto the mul-
tisample stage and placed in the SEM for analysis.

The main issues that affect the quality of the data that
have to be taken into account when preparing polished mounts
are as follows:

* The number of coarse particles (>500 um) that can be
mounted in a polished section are low and can lead to
issues associated with statistical analysis representative
of the size population. Hence, many polished mounts or
mounts with a large surface area are analyzed.

* Very fine particles <~15 pm pose practical problems for
mounting because of possible bias caused by particle loss
during sieving and polishing and tend to agglomerate dur-
ing the sample preparation. Generally, very fine-particle
sizes are not measured and rely on other techniques such
as XRPD to measure the mineral composition data or can
be inferred to some extent from data at a coarser fraction
size.

* Variation occurs in the specific gravity of mineral and
phase components within a sample. Samples require care-
ful sample preparation to prevent segregation of heavy
particles from lighter gangue occurring within the sec-
tion yielding a biased distribution. The process of dou-
ble mounting to get representative samples can be used
(Zhou and Gu 2016).

» The measurements of the size and shape of elongated
particles can be biased by variable orientations. The use
of a low-viscosity resin can allow preferential settling of
particles with their largest face parallel to the surface of
the mount (Tsikouras et al. 2011).

+ For studies of minor to trace heavy minerals in rock or
metallurgical samples, the sample should be concentrated
to increase the number of heavy mineral grains avail-
able prior to mounting and analysis. In particular, the
dense nature and low concentration of gold found in ores
requires careful sample preparation to monitor.

Sample preparation can be the bottleneck when consider-
able volumes of samples are required to be processed. Batch
productions of polished sectioned mounts are available (e.g.,
Struers Hexamatic). Automated sample loading and analysis
are now available for batch analyses in some SEM systems.

Although surfaces should be polished for best analysis,
the geometry of several detectors mounted around the micro-
scope can allow for analysis of unprepared surfaces.

Collection and Analysis of Data

Different methodologies and philosophies have been used and
developed over the years for collecting and analyzing data.
The general concepts are discussed in the following sections.

Data Collection

In automated SEM systems, the voltage of the electron beam
energy typically used is 25 kV, but lower energies can be used
to reduce the interaction volume and improve imaging reso-
lution. At 25 kV in a TIMA with FEG, the probe current is
5.78 nA and produces a spot size of 39.5 nm at a working

distance of 15 mm. The automated software controls the SEM
to collect BSE images and X-ray data by stepping across
the polished mount or thin section by a series of fields in an
equally spaced regular rectangular mesh.

Measurements are taken in each field based on chosen
analysis type and mode of analysis. A typical run time can be
anywhere between 2 and 5 hours for analysis, depending on
the resolution of the image required, covering ~200 frames,
each 1.5 x 1.5 mm, with a typical resolution of 800 x 800
pixels. Sampling statistics are important and therefore the grid
spacing used in, for example, point counting should be larger
than the largest grain or particle size in the sample.

Mode of Analysis

The method of analysis is dependent on the information
required and the methodology supported by the vendor soft-
ware (Zhou and Gu 2016). All methods generally use a combi-
nation of BSE and EDX spectrum data measurements. Overall,
a large number of points can be analyzed using a BSE image
than by X-rays (e.g., 819,200 pixels vs. 40,000-60,000 X-ray
points in 100s). However, the accumulation of X-ray data can
be reduced by increasing the number of detectors used on the
instrument and the development of methods in combining
low-count X-ray data from various analyses (Gottlieb et al.
2015). Spatial resolution is also higher for BSE imaging than
X-ray analysis with a resolution of between 0.1 and 0.2 um
compared to between 2 and 5 pm for X-ray analysis. However,
difference in particles or grains cannot be distinguished by
BSE where BSE intensities of the minerals of interest are sim-
ilar (e.g., distinguishing different micas or clay minerals). The
main measurement methods used in quantitative mineralogy
systems are illustrated in Figure 8.

The technique used in a TIMA is illustrated in Figure 9.
The image is divided into different segments. Each segment is
assigned to a mineral or left unclassified. Adjacent segments
located within a single particle are classified as the same
mineral and joined to define a grain. For each grain, the total
number of pixels within each segment and the mineral name
is registered. The number of pixels for a specific mineral is
derived as a sum of pixels of each grain that is assigned to that
mineral. The relative volume and mass are then derived using
the number of pixels.

Two approaches to analyses designed for speeding up the
analysis are the bright phase search and the line scan mode.
The bright phase search mode uses the backscatter bright-
ness distribution obtained from the backscatter detector on
the SEM to filter out particles that contain minerals of inter-
est with high BSE contrast. This method eliminates analyzing
grains that are of no interest and thereby reducing the analysis
time. This is useful for searching sparse mineral phases such
as gold and platinum group metals (PGMs) as described later.

For line-scanning mapping, the electron beam is scanned
along in a series of lines across the polished mounts. The
distance between adjacent horizontal lines and the distance
between the measurement points along each horizontal line
are defined. The lines are divided into linear sections divided
by measurement points below the threshold to find sections
through individual particles. The combination of the BSE
level and the spectroscopic data can be used to determine
transitions between distinct phases. This method can be used
to provide modal analysis, but is useful for mineral grain size
analysis also described later.
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Classification of Mineral Phases

An important precursor to the measurement of ore character-
istics in automated mineralogy analysis is the creation of the
mineral library or mineral classification scheme, which repre-
sent the minerals expected in the ore or metallurgical sample
that is being evaluated (Johnston 2016). Mineral classification
by X-ray analysis is based on matching the entire spectrum of
energy peaks collected on an unknown mineral to a library of
X-ray spectra for known reference minerals collected under
the same instrument parameters. The recorded backscatter
intensity (gray level) can also be used to help distinguish the
unknown mineral. Each mineral record in the library consists
of a mineral name, chemical formula, density, X-ray spectra,
and backscatter data. Ideally, the data collected for the listed
minerals are from standards where the chemical composition
has been determined by other analytical techniques (e.g., elec-
tron probe microanalyzer [EPMA], laser ablation—inductively
coupled plasma mass spectroscopy [LA-ICPMS] described
later). For minerals with variable compositions, specification
of the elemental composition is more difficult, and some addi-
tional measurements may be required to determine an average
value of the element in the mineral in the system.

Minerals that have large composition variations can be
classified into two or more categories based on their compo-
sition ranges. Examples of where this is important in metal-
lurgists” applications include defining sphalerite compositions
with variable zinc and iron levels, siderite containing variable
zine levels, freibergite containing variable silver levels, and
different types of pyrite grains containing arsenic and associ-
ated gold. In cases where fine minerals are intergrown and
cannot be distinguished at the resolution of the SEM system,
a phase mixture can be defined as a separate phase identity
in the mineral library. The correct identification of silicate
gangue minerals, such as clay minerals, talc, and pyrophyllite,
is always important in leaching systems and froth flotation.

A condensed version of the minerals in the list can be
generated by most automated systems. This is particularly
useful in flotation applications where minerals can be grouped
into nonsulfide gangue minerals, sulfide gangue, and minerals
of interest categories. Such applications include bulk sulfide
concentrate for gold and separation of copper minerals from
pyrite and pyrrhotite and gangue minerals (Johnston 2016).

Type of Information Obtained by Automated SEM
Systems

Following is a summary of the type of information that can be
obtained from automated SEM systems, which is discussed in
detail in the following sections:

* Modal mineralogy. The percentage of each mineral in
the sample.

* Elemental deportment. The distribution of each ele-
ment across all minerals containing that element.

* Mineral liberation. The distribution of the mineral of
interest across particle composition classes, based on the
bulk composition or surface composition of particles.

« Mineral locking. A measure of particle composition dis-
tribution based on quantifying the proportion of the min-
eral of interest.

* Mineral association. A measure of the degree to which
pairs of minerals are adjacent to one another in the sample.

= Mineral grain size. Distribution of sizes of the grain
cross-sections.

* Phase specific surface area. The surface area per unit
volume of a mineral providing a single value, represent-
ing the mean mineral grain size distribution.

« Particle shape. Particle shape on a mineral-by-mineral
basis that can be determined using a variety of conven-
tional shape descriptors.

Importantly, in these analyses, the mineralogical identifi-
cation and quantification is derived from compositional rather
than structural analysis. Comparing quantitative XRPD with
automated SEM analysis can therefore be valuable in identify-
ing amorphous phases and correcting bias in either method.

Modal Mineralogy

A modal analysis is a listing of the minerals present and their
mineral abundance expressed as weight percent. The volumet-
ric fractions of each mineral are determined by converting the
number of pixels of each mineral in a polish sectioned mount
into the relative area as a percent. The sum of all relative vol-
umes is calculated for all phases where the relative volume
is equal to the relative area for a given phase (i.e., measure-
ment from one-dimensional or 2-D mineral abundance data is
equivalent to the true, 3-D value based on the Delesse prin-
ciple). The relative mass of a phase as a percent is derived
using the density value defined for each mineral in the mineral
classification scheme. The smallest particle that can be mea-
sured is typically about 5 um in size as the interaction volume
of the electron beam is close to this size of the particle being
analyzed.

The results can be presented in the form of analysis of
different size fractions and whole sample as illustrated in
Figure 10 for a crushed micaceous Li pegmatite. A typical
table of modal analysis with errors is also shown. The relative
error expressed as a percentage is calculated at the 95% con-
fidence level (i.e., 2 standard deviations above and below the
measured value; Napier-Munn 2014). Lepidolite represents
a solid solution series between polylithionite and trilithion-
ite and is defined as a composite in the mineral classification
scheme.

The quality of the modal data depends on the reliability
of the mineral recognition and the number of measurements
made (Wightman et al. 2016). To increase the confidence of
the user in the measurements produced, it is common to con-
vert the mineral assays from an automated system to elemental
assays, which are then compared with the independent ele-
mental assays from a chemical laboratory.

Mineral Liberation Analysis and Characteristics

An understanding of the liberation characteristics or particle
composition distribution of an ore is important in comminu-
tion circuit design and for optimizing beneficiation processes
such as flotation, density, and magnetic and electrostatic
separations in operating plants. This type of analysis can
provide the metallurgist with details on what proportion of
the valuable minerals are liberated, the amount of unliber-
ated (composite) particles that require further grinding, and
the proportion of the liberated gangue minerals that can be
directed to the tails. Equally important is the understanding
of how unliberated particles vary in composition and texture
(Evans and Morrison 2016). The form of information required
is dependent to some degree on which separation process is
used to treat the ore and what physical property of the particles
is required to be exploited in the process (e.g., surface area

Copyright © 2019 Society for Mining, Metallurgy, and Exploration. All rights reserved.
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Figure 10 Modal analysis in sized fractions and whole sample for a crushed micaceous Li pegmatite

exposed for leaching and flotation, volume for gravity or mag-
netic separation techniques). In automated SEM techniques,
the liberation of a particle with respect to a given mineral of
interest can be computed and expressed in one of the two fol-
lowing forms:

1. Surface area. Liberation of a particle is the length frac-
tion on the outer perimeter of the particle covered by
a mineral(s) of interest with respect to the whole outer
perimeter of the particle expressed as a percentage.

. Volume. Liberation of a particle is the area fraction of a
mineral(s) of interest with respect to the total area of the
particle normally expressed as a percentage.

Mineral locking expresses which phases a mineral
of interest is locked within and how much free surface is
exposed. The level of locking is a function of the surface area
of a particular mineral. Overall, while the liberation charac-
teristic function provides information on the composition of
the mineral of interest, the mineral locking function provides
information on the texture of each particle.

Mineral association yields information about spatial rela-
tion between phases inside particles. This analysis reports the
percentage of the mineral of interest that is fully liberated, in
binary and in ternary particles. However, reporting the min-
eral associations as a modal analysis for each liberation class
is advised for concentrator plants (Lastra and Paktunc 2016).

To obtain accurate liberation data, samples are sized and
polished mounts are made of the different size fractions to be
measured separately. This is to reduce the stereological bias
that is inevitable when attempting to measure 3-D objects with

their 2-D sections (Spencer and Sutherland 2000). The magni-
tude of the stereological bias is small for particles with com-
plex textures, reaches a maximum for a given ore for binary
particles with simple texture, and then reduces to zero for par-
ticles that are fully liberated (Gottlieb et al. 2000; Spencer
and Sutherland 2000; Evans and Morrison 2016). Fortunately
for most systems with a natural range of particle composi-
tion distributions, the measured liberation characteristics have
been observed to be similar to true liberation values, and only
systems with narrow composition ranges require major adjust-
ments (Petruk 2000).

For liberation analysis, it is important to remove agglom-
erated particles. Agglomerated particles affect the results of
mineral liberation assessment, because they are considered
as one particle. Samples of dry flotation concentrates com-
monly have agglomerated particles. Samples can be sub-
jected to a strong attrition treatment process (e.g., ultrasonic
bath) to remove the agglomerated material prior to mounting.
Alternatively, many automated software systems have particle
separation routines that set boundaries between touching par-
ticles within agglomerates.

For analysis, the particles are divided into composi-
tion or surface exposure bins based on their liberation.
Figure 11 illustrates a liberation analysis for sphalerite in a
massive sulfide sample expressed as cumulative liberation
yield of sphalerite by particle surface area, theoretical grade—
recovery curve, and as a graphic representation in terms of
degree of liberation and size. In this example, the data is
separated into 10 bins at 10% intervals, representing particle
surface area liberation classes (>0 and <10%, =10 and <20%,

Copyright © 2019 Society for Mining, Metallurgy, and Exploration. All rights reserved.
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Figure 11 Liberation analysis by surface area of sphalerite in a Zn-Pb massive sulfide sample

etc.) for different sized samples, and shows finer grain size
promotes exposure of more separate sphalerite grains for
beneficiation.

Grade—recovery curves are a common method for repre-
senting the performance of industrial flotation operations and
batch flotation tests, for example, the liberation of sphalerite
in a Zn-Pb massive sulfide sample (Figure 11B). The theoreti-
cal grade—recovery curve for an ore is defined as the maximum
expected recovery that can be achieved by physical separation
of a mineral at a given grade (Mclvor and Finch 1991). This
is determined by the surface area liberation of the mineral of
interest and is directly related to the grind size. A combination
of automated mineralogy SEM and flotation test work can be
used to define the efficiency of a process and allow for the

diagnoses of where potential improvements may be made. The
position of a theoretical grade—recovery curve is calculated
based on liberation values and the mineral assay data that is
sorted by the software in descending order of particle qual-
ity. In most automated SEM software, the data can also be
screened or filtered to categorize particles or mineral phases
and then be visually displayed (Figure 11C).

The disadvantage of producing five or six sized subsam-
ples instead of one sample for liberation studies is that the cost
of the study can be expensive. In some circumstances, it is
possible to use uncorrected liberation data from unsized sam-
ples for comparative studies where samples have been taken
from a single process operation (Lastra and Petruk 2014).
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Theoretical grade-recovery curves provided by auto-
mated mineralogy techniques are generated from 2-D libera-
tion measurements and overestimate the true liberation by a
certain amount and therefore only provide a guide. Test work
is always required to validate the results.

Mineral Grain Size and Shape Analyses

Automated imaging systems can be used to assist in the mea-
surement of grain size as part of the property describing ore
texture. Mineral grain size distribution data are a useful pre-
dictor of liberation when developing or modifying existing
comminution circuits (Mclvor and Finch 1991; Evans and
Wightman 2009; Johnston 2016).

Grain sizes should ideally be estimated by measure-
ments on polished mounts of rock samples or blocks of ore
that are significantly coarser than the mineral grains of inter-
est (Sutherland 2007). Direct estimate of the grain size can be
made by measuring the equivalent circle diameter and maxi-
mum diameter of a grain particle. However, this approach is
stereologically biased because of the sectioning of grains in
the polished mount where the 2-D image of grains represents
less than or equal to the true size of the grain. The phase spe-
cific surface area (PSSA) measurement function can be used
and is not stereologically biased. To collect data for grain size
estimation using line scan measurements (line scan mode) is
preferred over area image mapping. The parameter provides
a single value representing a mean grain size of each mineral
in a mount but does not use actual grain measured distribu-
tion. Overall, estimation of grain size distributions should be
used with caution and in conjunction with the PSSA for each
mineral. The results should be collated and cross checked with
actual experimental data for validation.

In some software systems, such as ML A, the grain shape
can be measured in terms of aspect ratio, shape factor, and
angularity (Tsikouras et al. 2011). Particle shape analyses,
along with the measurement of porosity, are particularly use-
ful in sedimentary rock studies such as those used in the oil
and gas industry.

Statistical and Error Analysis

When comparisons are being made between different size
fractions in grinding and flotation circuits, it is useful to quan-
tify the errors in the measurements to determine whether any
differences are significant. As the particle size increases, the
number of measured particles decreases, which is caused by
limitations in the number of particles that fit into one pol-
ished block. The reduction in the number of particles mea-
sured increases the errors associated with the measurement,
and therefore multiple polished blocks may be required to be
measured. As many processes are now investigating coarse
rejection of gangue as a method to reduce operating costs,
the analysis of coarse particles is becoming more prevalent.
Based on statistical analysis by various workers, at least 2,000
particles are required to be measured in polished mounts
(Evans and Napier-Munn 2013; Mariano and Evans 2015).
Alternatively, combining and reducing the particle composi-
tion class in the distribution increases the number of particles
in each composition class, is also effective, and allows for the
reduction in costly analytical time.

Analysis of Low-Grade and Precious Metal Ores
One of the main advantages and applications of automated
digital mineralogy techniques is in the measurement of

low-grade components in samples, particularly in analyzing
precious metals (PGMs and gold) or for investigating indi-
cator minerals (e.g., zircons or rutile) in exploration studies.
The benefits of the use of automated mineral mineralogy tech-
niques and some of the challenges in gold deportment studies
have been discussed in the literature (Chryssoulis and Cabri
1990; Goodall 2008; Chryssoulis and McMullen 2016).

In gold metallurgy studies, the feed and tailings gold
grades are generally very low (<10 ppm), and the low fre-
quency of occurrence of grains containing target minerals
means that they are difficult to locate in statistically represen-
tative numbers.

Normally, both free gold and sulfide mineral grains asso-
ciated with gold have a higher density compared with the
gangue minerals. This allows for them to be concentrated
using techniques such as a shaking Wilfley table or gravity
gold recovery test (Laplante et al. 1995) for coarse-particle
analysis. For finer particles, a combination of heavy liquid
separation (bromoform, 2.889 g/mL; methylene iodide,
3.325 g/mL; water-based Li polytungstate solids, 1-2.95 g/mL)
and super-panning (Zhou and Cabri 2004), as well as
hydroseparation techniques (Lastra et al. 2005; Cabri et al.
2005, 2008), depending on the type of sample under investi-
gation, can be used to concentrate and improve the efficiency
and representation of the analysis. However, care must be
taken that gold grains associated with gangue minerals are not
discounted from the final gold balance. Coarse free gold min-
erals are usually best identified by reflected light microscopy
as stereomicroscope provides 3-D vision about the flakiness of
gold grain (Chryssoulis and McMullen 2016).

In the determination of gold and PGM deportment stud-
ies, bright phase search mode is used where each of the fields
on the polished mount are fast scanned for precious metals
(gold or PGMs) based on the backscatter brightness distri-
bution obtained from the backscatter detector on the SEM.
The BSE brightness threshold in the software is set at a level
that filters out particles that contains minerals of interest
and eliminates analyzing grains that are of no interest. This
helps reduce the analysis time. The practical limit of detec-
tion for gold grains 1s 1-2 pm by this method but is depen-
dent on the step size used in the scanning grid. Once a bright
phase is found, the whole host particle can be mapped to yield
information about the mineral association. Some bright-field
scanning modes have been developed to allow more detailed
evaluation of grains (e.g., liberation, second grain mapping)
such as found in the MLA software (Fandrich et al. 2007). An
example of output using the bright phase search in the TIMA
is shown in Figure 12, where the grains containing detected
gold, sylvanite, and their mineral associations can be listed
and documented.

Minerals such as galena and bismuth, however, which
also contain high BSE brightness values close to that for gold
can cause an issue, which means they also are detected and
analyzed along with gold. This is prevalent when analyzing
materials such as auriferous massive sulfide Zn-Pb deposits
that can have finely disseminated galena grains within pyrite
grains. Hence, BSE brightness threshold setting needs to be
set to filter out other bright-field minerals.

Although automated mineralogical image analysis can
be used to define the mode of gold grain occurrence, asso-
ciations, and gangue mineralogy, target sulfide minerals must
be identified and selected for analysis of submicroscopic gold
concentrations by microbeam and surface analysis techniques
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Figure 12 Pyrite particles containing gold (light) and sylvanite (Au,Ag),Te, (arrows) grain inclusions

described in the “Semiautomated Microprobe Techniques™
section. The combination of the abundance and textural types
of gold carriers determined is then used to calculate the cumu-
lative gold concentration in the sample. Combining automated
mineralogical techniques with diagnostic chemical assaying
has also been effective in applications, such as in analyzing
a flotation tailings stream of a Cu—Au operation in North
Queensland, Australia, where gold loss was determined to be
caused by the presence of coarse free gold (Goodall 2008).

Bright phase search can also be effective for uranium ores
for locating uranium minerals, although there, abundance is
much higher compared to gold grades.

Main Sources of Error and Limitations in Quantitative
Analyses

Although automated quantitative mineralogy estimation
provides a powerful tool for analysis, the accuracy and data
interpretation depends on many operator, physical, chemical,
geological, sampling, and statistical factors. Some sources of
error and limitations are as follows:

+ The analysis of data requires some knowledge of mineral-
ogy, metallurgical, and geological processes when train-
ing the system and interpreting the results, not simply
automatic readout of data.

= Anunderstanding of basic physics concepts in accounting
for the spatial resolution limitations of electron-induced
X-ray emissions (energy, density, and generation volume)
is important, particularly as they vary with the composi-
tion of phases under examination.

* The quality of the data in the mineral classification scheme
(library) used in automated SEM systems for identifying
minerals 1s validated and is clearly documented where
the data and information originated. Mineral abundance,
assay reconciliation, and mass balancing are reliant on
the library data.

« Correct sample selection, subsampling, and processing of
the samples ensure that the right sample is analyzed. The
sample preparation, knowledge, and skill in creating rep-
resentative polished sections is also important.

» Appropriate measurement mode, pixel spacing, and mea-
surement time must be selected. The conditions used have
to take into account the available time as well as application.

+ Estimates for 3-D properties from 2-D measurements
(stereology) are limited. The results should always be
checked with experimental data to ensure continuity.

* Lack of information in estimating the proportions of
low-atomic-number elements from EDX spectra (absorp-
tion of low-energy photons by the detector window) can
result in error. The data for elements below and including
carbon are not or are only partially represented in EDX
spectra, which can reduce its effectiveness in classitying
some mineral phases (e.g., Li in spodumene, carbon in
carbonate minerals).

« The overlapping of some X-ray lines can reduce detec-
tion for some elements, such as rare earth elements in
monazite or between Pb and S in galena, and ultimately
the identification of the mineral phase.

* Minerals should not be identified based on their chemical
composition alone (e.g., polymorphs aragonite and cal-
cite, sphalerite and wurtzite).

 Interaction volume can result in a mixed spectrum of
minerals for complex samples.

 The practical limitation of grain identification is ~0.5 pm.

Applications

Applications of the use of automated SEM are well docu-
mented in the literature for just about every metal commod-
ity. A recent book published on process mineralogy provides
many detailed applications where automated mineralogy has
been used in industry (Becker et al. 2016). Other applications
have included the characterization of Ni-rich and Ni-poor
goethite in laterite ores (Andersen et al. 2009) and rare earth
element deportment studies (Smythe et al. 2013). A selection
of results illustrating the usefulness of automated digital min-
eralogy is shown in the following subsections.

Liberation Analysis of Sulfide Minerals
The application of automated mineral techniques in optimiz-
ing the liberation of sulfide components in concentrators from
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Figure 13 Mineral liberation analyses of a feldspar porphyry rhyolite-rhyodacite sample
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mass spectrometry analysis

Zn-Pb sulfide ores (e.g., McKay et al. 2007; McKay 2016;
Fosu et al. 2015; Johnston 2016) and copper ores (MacDonald
et al. 2011) are documented in the literature. Figure 13 illus-
trates partial results for an assessment of a feldspar porphyry
rhyolite-rhyodacite deposit showing the mineral composition
map, the modal mineralogy, and the liberation and concentra-
tion of sulfide minerals for gold recovery. LA-ICPMS analy-
sis performed on the sulfide grains indicated solid solution
gold in pyrite (averaging 4.8 ppm, 0—15 ppm) and arseno-
pyrite (averaging 86 ppm, 0-550 ppm) grains. A backscatter
micrograph together with the mineral map image and modal
mineralogy for different sized fractions illustrates most of the
sample is made up of silica minerals (Figures 13A and 13B).
The particle composition distribution for pyrite results was
obtained using the mineral liberation function in the TIMA
software. The amount of the major sulfide minerals in each
particle composition class, ranging from 0% to 100% in 10%
intervals, was calculated for each of the particle size fractions.
The measured particle composition distribution for pyrite, the
assessment of the amount of sulfide minerals locked in gangue
minerals, together with the theoretical grade-recovery curve
for sulfide minerals are presented in Figures 13C—13E. Overall
liberation analysis generated from the data shows most sulfide
minerals are in composite grains with quartz and muscovite,
mainly in the coarse-size fractions, and require fine grinding
to liberate particles.

This information along with other information on mineral
deportment, their size distributions, compositions, and asso-
ciations with other minerals are being used to assess the eco-
nomic viability to treat this ore.

Lithivm Ores

The demand for lithium has increased significantly in recent
years as a result of an increase in demand for lithium-based
rechargeable batteries for portable electronic devices and elec-
tric passenger cars. Hence, a comprehensive understanding of
the deportment of lithium and associated minerals in poten-
tial ore bodies is essential to allow the industry to predict the
response of ore reserves to metallurgical treatment options.
Figure 14 illustrates the complexity of mineral intergrowths
in some potential lithium-rich ores using the high-resolution
mapping scan mode of TIMA and the integration of tech-
niques such as time-of-flight secondary ion mass spectrometry
(ToF-SIMS) to allow for the measurement and correlation of
lithium (not measured with standard EDX spectrometry) and
other elements associated within different minerals. The min-
eral composition maps illustrate lepidolite, a lithium-bearing
mica, intergrown with quartz and feldspar in a quartz-feldspar-
micaceous sample; aspodumene grain with fine veins of lithium-
bearing micas (lepidolite, trilithionite) attached to quartz and
albite in a spodumene ore; and a lepidolite-rich sample, show-
ing alteration to muscovite. The ToF-SIMS elemental scans
illustrate lithium is associated with F, enriched K, Rb, Cs, and
Mn in lepidolite; and muscovite is deficient in Li and associ-
ated with Na and high Al content. The characterization of dif-
ferent lithium minerals in pegmatite ores and its implication
to processing have been published elsewhere (Aylmore et al.
2018a, 2018b).

Precious Metals Deportment Studies
Automated SEM techniques can be used to determine how
much gold and silver is free or liberated and what percentage
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is attached to each of the major minerals such as galena, chal-
copyrite, sphalerite, pyrite, and nonsulfides. There are many
examples that can be found in the literature (e.g., Goodall et
al. 2005; Goodall and Butcher 2012). Figure 15 illustrates
results from using bright-field scans and detailed mineral map
scans in the high-resolution mapping mode of TIMA to assess
precious metal content in six mounts on a massive sulfide
flotation feed (Au 1.8 g/t, Ag 140 g/t, 13.6% Fe, 19.4% S).
Coarse gold associations and one of the silver-bearing miner-
als observed, together with their energy spectrum analysis and
chemical composition analysis, are illustrated in the figure.
The deportment of silver in different minerals and their asso-
ciations with other minerals is also shown. The results indi-
cated the potential for gravity recoverable gold, whereas silver
is present in several different minerals in the ore.

Carbon Analysis

A combination of reflected light microscopy and automated
SEM analysis have been used in the determination of min-
eral characteristics of carbon materials such as coal (O’Brien
et al. 2011; Van Alphen 2007; Gottlieb et al. 1991). Coating
or mounting samples in carnauba wax is often done when
preparing coal samples, as the BSE image provides better
discrimination between the mounting medium and the coal
particles. In some cases, the chemical signature of the resin
can be sufficiently different to carbonaceous material to allow
for particles to be differentiated. Figure 16 illustrates mineral
compositional maps of in polished cross-sectional mounts of
rock and fragmented sample showing graphite particles (dark
gray) distinguishable from the resin (light gray).

SEMIAUTOMATED MICROPROBE TECHNIQUES

Automated mineralogical systems require a mineral library
with elemental compositions of minerals expected in the
ore or residue of interest. Although literature references will
provide a basis for these calculations, variations in compo-
sition and low-level solid solution values within some min-
eral species require the use of other analytical electron beam
techniques. For accurate mass balance derivations and deport-
ment, assessments require quantitative compositional analy-
ses, which can be obtained by techniques briefly described
in the following subsections. Detailed compositional data
yielded from microprobe analysis and mass spectroscopy
techniques can be entered back into the automated mineralogy
software, and mineralogical measurements can be reclassified
to update overall modal and deportment data. The suitability
of a technique for analysis is dependent on the detection limits
and spacial resolution of microbeam techniques used.

Electron Microprobe with Wavelength-Dispersive
Analyses
EPMA, using such equipment as a Cameca SX-100 elec-
tron microprobe, can be used to acquire precise, quantitative
analyses of major elements down to trace with high spatial
resolution spot sizes in the order of 100-200 nm in modem
FEG-based instruments. Individual grains and textures as
small as 2-5 pum can be targeted (Pownceby and MacRae
2016). The high electron beam currents and beam stability
of EPMA, coupled with high-resolution WDX spectrometry,
allow for detection limits and accuracy to 100 ppm for trace
element compositions within many mineral species.

EPMA has the same basic principle of operation as SEM,
except EPMA is designed primarily as a quantitative tool.

Modem EPMA instruments are usually outfitted with one or
more EDX spectrometers as well as an array of several WDX
spectrometers mounted to the column for the simultaneous
measurement of multiple elements (Pownceby and MacRae
2016). Samples supplied as carbon-coated, polished sectioned
mounts prepared for automated mineralogy can be analyzed
and allows the same sample to be analyzed using the two
techniques.

In comparison with EDX spectrometers, WDX spectrom-
eters have the advantage of superior peak resolution, high
peak-to-background ratios, and minimal problems of overlap-
ping X-ray lines, which provides better detection for some
elements such as rare earth elements in monazite, or between
Pb and S in galena, and trace elements. High count rates
(>100,000 counts/s) can be accommodated by WDX spec-
trometers without loss of peak resolution, which allows them
to detect elements at an order of magnitude lower in concen-
tration than can be detected by EDX spectrometers. However,
X-ray data can only be obtained for one element at a time,
with each element’s spectrum acquired sequentially as the
wavelength range is scanned, which means acquisition time,
particularly in a complex mineral with many elements, can
take longer for collection and analysis of data. Recent devel-
opment of silicon drift detectors, which offer high throughput
and improvements in resolution, have led to routine analyses
at detection limits in EDX spectrometers approaching that of
WDX-based analysis.

The measured X-ray intensities from the detectors are
corrected for X-ray absorption, secondary fluorescence, and
electron backscattering using one of the matrix correction
methods (Pouchou and Pichoir 1985; Armstrong 1988;
Goldstein et al. 2003). For quantitative microanalysis, a com-
parison of X-ray emission from the unknown specimen with
that from one or more SRMs of known composition is made.
SRMs are readily available for this type of analysis.

Laser Ablation-Inductively Coupled Plasma Mass
Spectroscopy
For minerals that require a measurement with a lower detec-
tion limit than can be provided by EPMA, LA-ICPMS can
be considered (e.g., Cabri et al. 2010; Bowell et al. 2005).
Inductively coupled plasma mass spectroscopy (ICPMS) is
one of the most important analytical techniques available for
trace element analysis, mainly because of its high degree of
accuracy and precision. The mineral samples can be thin or
thick sections or polished mounts of different dimensions,
such as those for automated SEM applications. LA-ICPMS
can have sub-parts-per-million sensitivities for elements such
as rare earths and one part per million for most elements of
the periodic table. However, it has a very large microana-
Iytical volume, which can limit the grain size evaluated and
resolution.

LA-ICPMS systems consist of a laser ablation unit and
a mass spectrometer. (Klemd and Bratz 2016). The most
widely used laser ablation systems are either the solid-state
Nd-doped, Y, Al, garnet (Nd:YAG) using a wavelength of
266 nm or 213 nm and the 193-nm excimer gas laser ablation
system. The Nd:YAG systems are cheaper and designed to
cover a large range of applications such as ablations of metals,
ceramics, plastics, glass, coatings, minerals, and environmen-
tal matrices. However, the use of shorter wavelength sources
improves the absorption of the laser radiation and the resulting
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Figure 15 Gold and silver deportment, mineral analysis, and associations in a massive sulfide flotation concentrate
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Figure 16 Mineral composition map showing graphite (dark gray; arrows) particles distinguishable from epoxy resin (light gray)

ablation characteristics, especially for colorless minerals and
materials.

The laser beam is focused on the sample surface and
vaporizes and partially ionizes the material at a spot on a par-
ticle. Both spot and detailed mapping analysis can be carried
out on different mineral grains or particles. The diameter of
the laser beam (1-400 pm), the repetition rate (1-100 Hz),
the irradiance (measured in gigawatts per square centimeter),
and the fluence (measured in joules per square centimeter) are
variables that are adjusted for different applications. The sig-
nal intensity obtained for the respective elements is directly
proportional to the amount of ablated material transported
to the ICPMS. Quadrupole and single collector instruments
are normally used for quantitative (moderate-high precision)
element analyses. Multicollector magnetic sector field instru-
ments are able to simultaneously determine isotope ratios at a
very high precision (Harris 1998; Longerich 2008).

The main issue with LA-ICPMS analysis is the avail-
ability of suitable matrix-matched standards, which are essen-
tial for the calibration of the elemental analyses and in the
destructive nature of the technique.

HIGH-RESOLUTION X-RAY COMPUTED
TOMOGRAPHY
The application of high-resolution X-ray computed tomogra-
phy (XCT) or micro-CT, a nondestructive 3-D imaging and
analysis technique for the investigation of internal structures
of large objects, has increasingly gained interest as a mineral
characterization tool in geoscience and metallurgy applica-
tions (Cnudde and Boone 2013; Miller and Lin 2018). XCT
consists of an X-ray source, a series of detectors that measure
X-ray intensity attenuation along multiple beam paths, and a
rotational geometry with respect to the object being imaged.
Based on the magnitude of the X-ray attenuation coefficient,
differentiation of mineral phases within the sample is pos-
sible. A specialized algorithm is then used to reconstruct the
distribution of X-ray attenuation in the volume being imaged.
X-ray tomography has been used to quantify particle size,
shape, and composition, based on the linear attenuation coeffi-
cient of particles as X-rays pass through a sample. Applications
to the study of particle fractures resulting from blasting and

comminution; liberation characterization to describe expected
separation efficiency; grain surface area analysis to explain
the flotation of locked particles; and floc size, shape, and
water content for polymer-induced flocculation, have been
described by Miller and Lin (2018). XCT provides a comple-
mentary technique to automated SEM systems in that larger
sample volumes can be observed by XCT, and particle size
and shape analysis are not affected by stereographic issues,
whereas automated SEM systems can provide accurate min-
eral identification and high-definition images to calibrate
mineral identification in XCT images. Recent developments
in the use of dual-energy XCT, where two X-ray images at
two different X-ray energies are collected simultaneously or
sequentially, improves the range of mineral densities that can
be measured to aid in differentiating between minerals (Lin et
al. 2013; Wang et al. 2014). Recent advances in XCT instru-
ments have included high-speed scanning and image analysis
processing to describe the features within multiphase particles
within minutes. This now provides opportunities for plant
site—based 3-D coarse-particle characterization to be devel-
oped (Miller and Lin 2018).

PLANT-BASED OPERATIONS

Process diagnosis, flow-sheet design, and optimization are
effectively and efficiently achieved through the use of metal-
lurgical test work combined with modern quantitative min-
eralogical techniques (Lotter 2011; Gu et al. 2014). Several
companies have applied the technology on a more routine
basis to supply metallurgical operations with regular data.
These have included Rio Tinto (KUCC concentrator), Barrick
Gold Corporation, Freeport-McMoRan, Anglo American
Platinum, and Glencore operations (formerly Xstrata and
Falconbridge). The application of XRPD and XRF techniques
have been extensively used over many years, in particular in
areas such as the analysis of bauxites, fly ash, iron ore, sulfide
mineralogy, and cement manufacturing.

Several case studies have been published that have
demonstrated the effectiveness of incorporating automated
mineralogy data for process improvements, particularly in
optimizing grinding and flotation circuits (Baum et al. 2004;
Dai et al. 2008; Rule and Schouwstra 2012; MacDonald et al.
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2011; Lotter 2011; Lotter et al. 2010; examples in Becker et
al. 2016).

Anglo Platinum was one of the pioneers in using auto-
mated SEM techniques to track the mineralogy of processing
plants and ore sources (Schouwstra and Smit 2011). A detailed
study into the losses of valuable minerals (PGMs and sulfides)
using automated SEM techniques showed that an increase in
the liberation of the valuable minerals was required to improve
recoveries. Following piloting to demonstrate that finer grind-
ing would increase the liberation and recovery of the valuable
minerals, large-scale implementation was undertaken in 2009.
The implementation yielded a 50% reduction in tailings grade
with a corresponding increase in recovery of more than 5%
of PGMs.

The most detailed evaluation incorporating all facets
of analysis, including representative sampling routines, has
been reported by Lotter and coworkers (Lotter 2011; Lotter
et al. 2010). For example, the work illustrated for two case
studies from Xstrata Nickel’s (now part of Glencore) Nickel
Rim South mine in Sudbury and its Raglan concentrator in
Quebec, which incorporated the use of automated mineral-
ogical techniques. A series of statistical benchmark surveys
to describe the flow-sheet behavior under typical mining and
milling conditions were conducted over many years (Lotter
and Laplante 2007). At plant operations scale, a procedure
was developed and validated whereby a representative suite of
flow-sheet samples could be taken from an operating concen-
trator for mass and value balancing, followed by automated
SEM (QEMSCAN) measurement across a series of closed
size fractions. This work was used to update a concentrator’s
performance across several years and allowed for identifying
opportunities for improving performance in the process.

CONCLUSIONS

Automated mineralogy methods, particularly automated
SEM and XRPD systems, are now widely used for ore char-
acterization, process design, and process optimization. These
techniques deliver mineralogical information at fast acqui-
sition times, can produce statistically representative analy-
sis of a sample, as well as provide the ability to distinguish
fine-grained or complexly intergrown minerals at the scale
of micrometers. Several published case studies have demon-
strated that large gains can be obtained through grinding and
flotation optimization guided by automated mineralogy data.
Improvements in both hardware and software will continue
that will allow these techniques to be more versatile on mine
sites and make them an essential tool for the metallurgist. The
key factors that are important in using these automated tech-
niques include

« Obtaining representative samples from the field and/
or metallurgy process and suitably mounting them for
analysis;

* Generating a mineral classification library and/or a suit-
able set of standards for analysis, which are represen-
tative of the mineral phases present in samples under
examination;

+ Establishing the limitations of analysis and what other
complementary techniques can be used;

» Validating analytical results with other techniques; and

+ Providing adequate training to staff.

For accurate mass balance derivations and deportment,
assessments require quantitative compositional analyses from
techniques such as EPMA and/or LA-ICPMS to validate min-
eral compositions. Emerging techniques, such as XCT, which
allows measurement of materials in situ, will undoubtedly
play an important role in the future.
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